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ABSTRACT
Curves of the Rainfall Intensity-Duration-Frequency are one of the most important engineering hydrology topics useful in water resources designs. It's created in desert climate of Najaf catchment harnessing a new programming method of the rapid artificial neural network, which differ from the old network and do not require an important criterion in the conducting of the normalization adjustment executing in the old style in the same field. The ANN outputs, from its intensity in millimeter / hour (mm / hr) unit for various periods in minutes (min), is obtained for a different frequency of the unit of the year. Its results were verified and the differences between them and the actual results were highly acceptable. The relationship between intensity (mm / hr) and duration (min) was found because of its importance employing the inverse logarithm of the fifth scale standard by performing Matlab version 2018a. The relationship between the frequency (year) and the duration (min) was also extracted recruiting the logarithm of the level v criterion. It has been discovered that the available data corresponds to the Lognormal Type III distribution and from this it is possible to calculate the periods of return.
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*Method details Neural Network Toolbox™ software provides a flexible network object type that allows many kinds of networks to be created and then used with functions such as init, sim, and train.
Type the following to see all the network creation functions in the toolbox.
help nnnetwork
This flexibility is possible because networks have an object-oriented representation. The representation allows you to define various architectures and assign various algorithms to those architectures.
To create custom networks, start with an empty network (obtained with the network function) and set its properties as desired.
net = network
The network object consists of many properties that you can set to specify the structure and behavior of your network.
From the knowledge of the form of the network, we can build it with multiple attempts that require patience and calm. Our network consists of three subnets as displayed in Fig. 1, the first of which is the input Nos.1 and 4, the layers Nos.1 and 4, the output No.1, the second input of Nos.2 and 5, the layers Nos.2 and 5, the output No.2, the third of the inputs Nos.3 and 6, layers Nos.3 and 6, and outlet No. 3.
From Fig. 2 which the program shows exercising the View command, you see that the network layout characteristics of inputs Nos.1 and 4, layers Nos.1 and 4, and output No.1 are indicated by the number of input elements, stratums, and connectors that you have specified for the owning network.
You are seen that the elements attached to the first layer are 46 two-column elements. It is possible to say that all the elements of the input included here have two columns and the elements of the accompanying target from one column. It can be seen that the first layer contains 46 elements. The first Column is I and second is D, and the object is F. The fourth layer consist of 52 elements, 46 elements from the first layer, and six elements from input No.4. The output of No.1 ends with 52 elements with three columns I, D and F and so forth (Table 1).
The IDF is an appropriate problem that it needs to create a neural network of six numerical groups such as inserting data and six numeral sets as objectives or called targets within ANN, as indicated in Fig. 3. Neural Framework will help you to configure data, build and train the network as it is displayed in Figs. A and B, assess its performance employing the mean square error based on linear regression analysis conducted by the program as demonstrated to Fig. C. 
It is possible to accept the values in each of the three sub-networks regardless of the different units due to the placement of each layer in the Nguyen-Widrow layer initialization method (initnw). This directive requires that the class you are configuring is a transport function of a restricted effective input range, the active input is the unlimited interval [-∞, ∞]. 
The use of mean absolute error (MAE) in the artificial neural network applied for the study was not emphasized. Chai and his group (Chai et al, 2014) also recommended that researchers not practice it for several reasons mentioned in his study , despite his frequent utilize in hydrology and precipitation studies in particular . They recommend executing root mean square error (Rmse or Rγ ) (Eq.1) or mean square error (where mse is mentioned in Matlab while γ denotes it in this study) (Eq.2) , which is also employed in artificial neural networks and rejects arguments not to use it.
When training the IDF, Levenberg-Marquardt symbolized by Trainlm, was used to solve our problems in the IDF. Our goal of training is to get a continuation decrease in the value of . This situation continued in 242 attempts, until the value of  began to increase then we were forced to stop the program as displayed in Fig. 4.
The implementation of the program can be verified veracity by finding the  as appeared in Fig. 5.
In order to increase the verification, Fig. 6 exhibits the decrease in the  value of the objectives for training, testing and verify the veracity. The coefficient of correlation was found to R2=1.0. This condition is very excellent.
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