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Abstract 

Design of a potentially robust autopilot to control lateral motion of a jet aircraft for maintaining the 

balance, turbulence rejection, handling asymmetric wind pressure, linearization and constraints on the 

inputs imposes technological and computational challenges for certain control algorithms. Especially, 

when the multiple states and inputs are strongly coupled to each other, it is imperative to evaluate the 

performance of most efficient control schemes which not only provide stable and error free response 

but also fulfill the system requirements with minimum computational cost. This paper demonstrates 

lateral motion control of a jet aircraft using state feedback controllers, proportional integral derivative 

controller and model predictive controller to evaluate and compare the control objectives. In a block 

diagram framework as a function of elementary tuning parameters, all strategies are implemented on a 

linearized state space model which is furnished by the set of fundamental equations of motion. The 

effects of disturbance, input and output constraints, sampling time and different controller gains are 

studied for the underlying multiple input multiple output system. State feedback algorithms provide 

minimum flexibility to achieve the control objectives in restraining the output within constraint 

boundaries. Proportional integral derivative controller is more flexible, yet not able to impose the 

limitation on both the input/output pair. Finally, model predictive controller presents the most efficient 

features by virtue of response time, robustness, stability, cost and constraints fulfillment with minimal 

computation and input cost. 

Key Words: Adaptive and feedback control, Aerodynamics, Aircraft, Computational effort, 

Computer modeling, Dynamic characteristics 

1. Introduction 

The reliability of flight control system of a 

jet aircraft, due to the technological developments 

has increased over time but the failure of the 

hydraulic control actuating system of the jet 

aircraft is still an open issue [1]. In such failures, 

the longitudinal motion (pitch) of aircraft can be 

controlled using collective throttle inputs, while its 

lateral motion is controlled by differential throttle 

inputs. Engine thrust of a crippled airplane in case 

of control surface failure may be used for back up 

control of airplane. Therefore, in order to handle 

such failures in emergency situations, the study of 

the lateral motion of an aircraft possesses 

paramount importance. 

Different control schemes have been 

introduced in the literature for the 

lateral/longitudinal motion control of an aircraft. 

Conventional controller such as proportional 

integral derivative (PID) control for autopilot in 

micro air vehicles (MAVs) has been implemented 

by Chen et al. where a modified PID controller is 

used and coefficients of PID controller which can 

discard disturbances and operate the MAV in 

stable positions have been derived [2]. Nair et al. 

studied aircraft yaw control system using linear 

quadratic regulator (LQR) and fuzzy logic 

controller (FLC) [3]. They have shown that the 

performance of LQR is better compared to a fuzzy 

design. The optimal control for the unmanned 

aerial vehicle (UAVs) control systems has been 

highlighted by Raffo et al. where LQR based 

design method using calculus of variations has 

been presented [4]. In another study, Giacomo et 

al. has studied the modeling and verification 

process for the stability and control of the aircraft 

and investigated the longitudinal and 

lateral/directional aerodynamic moments and 

effects [5]. Jonckheere et al. have introduced gain 

scheduling for lateral motion of propulsion 

controlled aircraft (PCA) using neural networks 

[1]. They have adopted PCA system for the 

emergency flight control of airplane in lateral 

motion and have used various H∞ controllers at 

different conditions to train a radial base network 

(RBN) for gain scheduling. They have shown an 

improved performance for the control of different 
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dynamic relations in an aircraft. Lungu et al. 

demonstrated automatic control of aircraft lateral 

motion using neural networks and radio technical 

subsystems during landing [6]. They used a radio 

navigation system to calculate the distance 

between the aircraft and runway and an adaptive 

controller for the control of aircraft roll angle and 

its deviation from the runway. Lu et al. proposed 

adaptive differential thrust methodology for a 

commercial aircraft with damaged vertical 

stabilizer to regain its lateral stability [7]. They 

modeled the propulsion dynamics using 

differential equations to map the rudder input to 

differential thrust input and concluded that they 

were able to track the reference in extreme 

scenario in a stable way. Recently, Ahmed et al. 

addressed controller designs for lateral/longitudinal 

motion autopilots for F-16 aircraft using PID and 

LQR controllers after linearizing the nonlinear 

models around the equilibrium points [8]. By using 

careful tuning of the parameters in both feedback 

strategies, they performed comparative analysis of 

the set point tracking and evaluated the 

effectiveness of the controllers in 

MATLAB/SIMULINK environment. 

Conventional controller such as PID is 

widely used due to the simplicity of its design and 

implementation. However, the design of PID is 

limited to single-input single-output (SISO) 

systems and cannot handle constraints, making it 

unsuited for many applications such as systems 

involving strongly coupled multi-input multi-

output (MIMO) dynamics. Common dynamic 

characteristics that are difficult for PID controllers 

include large time delays and higher order 

dynamics. Model-based techniques such as pole 

assignment by state feedback [9, 10], LQR method 

[11, 12] and linear quadratic Gaussian with loop 

transfer recovery (LQG/LTR) [13] are widely used 

in control system and are able to handle MIMO 

systems. The models used in such control 

techniques represent the behavior of underlying 

(potentially) complex dynamical systems and are 

used to predict the system behavior in response to 

measured inputs and unmeasured disturbances; the 

main drawback being their inability to handle 

constraints. 

One of main advantages of using model 

predictive control (MPC), compared to other 

model-based approaches, is its ability to handle 

constraints, e.g. constraints defined on inputs, 

outputs or states. MPC uses a feedback strategy 

such that it determines (estimates) the current state 

of the system, optimizes the control objective (e.g. 

tracking) for a finite horizon and apply the first set 

of optimized control strategy. MPC determines the 

ongoing plant output, dynamic state of the process, 

the system models, the set points and limits to 

calculate future changes in the dependent variables 

as shown in Fig. 1. The objective of these 

optimizations is to grip the dependent variables 

close to the target while maintaining the constraints 

on both independent and dependent variables. 

MPC customarily implements the first change in 

each independent variable, and reiterates the 

computation until the next change is essentially 

required. Owing to its appealing features, there has 

been considerable recent work in the field of 

aerodynamics including MPC for unmanned aerial 

vehicles to control quad rotor platform [14] and for 

glide slope tracking during landing [15]. However, 

there exists an extremely limited research work in 

the open literature dealing with MPC 

implementation for lateral motion control of jet 

aircraft.  

 

Fig. 1: Model-predictive control (MPC) receding 

horizon principle 

This work is aimed at controlling yaw rate 

and the bank angle for the lateral motion of a jet 

aircraft in response to rudder deflection and aileron 

deflection. In such a control problem, constraints 

on the states, outputs and specially inputs are very 

critical. Though, the dynamics of a jet aircraft are 

typically nonlinear in nature, a linearized model is 

considered at a certain altitude for the design of 

MPC controller. For the sake of comparison, 

conventional PID controller is also designed with 

linearized dynamics. Model-based designs such as 

LQR and pole placement are also used, where it is 

shown to have satisfactory performance at the cost 

of constraints violation. At the end, robustness of 

the MPC design is tested compared to LQR design. 

The paper is organized as follows: In section 

2, the linearized dynamic model of jet aircraft has 

been presented and the controllability and 

observability of the system are determined. In 

section 3, different control schemes such as state 

feedback, PID and MPC are applied to the problem 

and the main results are analyzed under different 
tuning conditions. Conclusions are finally drawn in 

section 4. 
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2. Dynamic Model of Jet Aircraft 

Sky view of the jet aircraft along with the 

axis of rotation is labeled in Fig. 2. The lateral 

motion deals with the rotation of the jet aircraft in 

the azimuth plane. There are two parts of the 

aircraft which are responsible for the lateral 

motion, rudder which rotates it about the yaw axis 

and ailerons which rotate it about the roll axis. 

When left side of the aileron is made to push down 

and the right side to up, this will cause the aircraft 

to be up from the left side and down from the right 

side. The rudder is also made to rotate towards 

right. This orientation of the input states will cause 

the plane to rotate towards right side and vice 

versa. 

 

Fig. 2: Sky view of jet aircraft 

Fundamentally, there are six equations of 

motion consisting of three equations (along 3D 

axis) for each longitudinal and lateral direction. 

The equations of motion along the lateral direction 

are shown below [16]. 

𝑦 = 𝑚[β̇ + 𝑈0𝑟 − 𝑊0𝜀 − 𝑔 cos 𝜃0 Φ]      (1) 

𝑛 = 𝐼𝑧𝑧�̇� − 𝐼𝑥𝑧𝜀̇   (2) 

𝑙 = 𝐼𝑥𝑥𝜀̇ − 𝐼𝑥𝑧�̇�   (3) 

𝜀 = Φ̇ − ψ sin θ0  (4) 

𝑟 = ψ cos θ0   (5) 

Here ψ is the rate of turn and Ixx (and Izz) and 

Ixz are called moment of inertia and product of 

inertia respectively. Note that Eqs. (2) and (3) 

contain two derivative terms each making it 

impossible to represent them in state space due to 

nonlinearity. Expanding the left hand sides of 

equations, (1) – (5) using Taylor's series  

(
𝜕𝑌

𝜕𝛽
𝛽 +

𝜕𝑌

𝜕𝑟
𝑟 + − − −) with respect to β, r, ε and 

their derivatives along with the inputs, following 

expressions of linear system are obtained. 

�̇� = 𝑌𝛽𝛽 − 𝑈0𝑟 + 𝑊0𝜀 + 𝑔 cos 𝜃0 Φ + YδR
δR  (6) 

�̇� = 𝑁𝛽𝛽 + 𝑁𝑟𝑟 + 𝑁𝜀𝜀 + 𝑁𝛿𝑅
𝛿𝑅 + 𝑁𝛿𝐴

𝛿𝐴    (7) 

𝜀̇ = 𝐿𝛽𝛽 + 𝐿𝑟𝑟 + 𝐿𝜀𝜀 + 𝐿𝛿𝑅
𝛿𝑅 + 𝐿𝛿𝐴

𝛿𝐴     (8) 

Φ̇ = 𝑟 tan 𝜃0 + 𝜀  (9) 

The system has two inputs: Rudder 

deflection (δR) and aileron deflection (δA). The 

system has four states namely, sideslip (β), yaw 

rate (r), roll rate (ε) and bank angle (Φ) with r and 

Φ being the two outputs. Yβ, YδR are termed as side 

slip derivative and rudder deflection derivative 

respectively. Nβ, Nr, Nε, NδR and NδA are termed as 

yawing moments along sideslip, yaw axis, roll axis 

rudder deflection and aileron deflection 

respectively. Lβ, Lr, Lε, LδR and LδA are termed as 

rolling moments along sideslip, yaw axis, roll axis 

rudder deflection and aileron deflection 

respectively. U0 and W0 are the translational 

velocity components along x- and z-axis 

respectively when the aircraft is in stationary 

condition. g is the acceleration due to gravity and 

θ0 is the angle of gravity vector with body axis 

system. The mathematical expressions and 

numerical values of all variables involved in the 

state space model are elaborated in [17]. An 

airplane undergoes both yawing moment and bank 

angle change in response to each of the inputs 

which implies that the inputs and outputs are 

strongly coupled to each other. In addition, yawing 

moment due to δR also causes the aircraft to 

undergo rolling moment, that’s why; the states are 

also coupled to each other. The dynamic model 

derivation of jet aircraft starts from the Newton’s 

second law of motion. Initially, the body axis of 

the system is converted to the earth axis taking into 

account angular momentum, torque and inertia 

followed by the inclusion of gravity effects [18]. 

Equations of lateral motion are derived at 

equilibrium which are coupled and nonlinear in 

nature. The next task is to linearize the model at 

the steady state by making the Jacobian matrix of 

the system and put the states at the equilibrium 

point which is the reference γ. 

 

𝑥 = [

𝛽
𝑟
𝜀
Φ

], 
𝑢 = [

𝛿𝑅

𝛿𝐴
], 

𝑦 = [
𝑟
Φ

] 
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The resulting state space model is shown in 

Eq. (10) where the parameter values in the A and B 

matrices were calculated by Chvojka [19]. The 

control system under consideration is applied on 

the linearized model of lateral motion during a 

cruise flight at a speed of MACH = 0.8 and height 

of 40,000 ft [20]. The system is both controllable 

and observable as is given by the positive definite 

solution of Lyapunov equations yielding 

corresponding Gramian matrices [21]. Due to 

physical limitations, inputs and outputs of the 

system are constrained below certain level. For a 

safe operation, δR and δA are constrained under 80° 

and 35° respectively. The system overshoot (OS) 

of r should be less than 15°/sec and OS of Φ 

should be within 9°. The settling time (ts) of the 

system should not be more than 7.5 sec. Step 

reference is γ = [2, -2]. 

�̇� = 𝐴𝑥 + 𝐵𝑢   (10a) 

𝑦 = 𝐶𝑥 + 𝐷𝑢   (10b) 

𝐴 = [

−0.0558 −0.9968 0.0802 0.0415
0.5980 −0.1150 −0.0318 0

−3.0500 0.3880 −0.4650 0
0 0.0805 1 0

] 

𝐵 = [

0.0073 0
−0.4750 0.0077
0.1530 0.1430

0 0

] 

𝐶 = [
0 1 0 0
0 0 0 1

] 𝐷 = [
0 0
0 0

] 

𝑥0 = [1 1 1 0]𝑇 

 

3. Control Schemes for Lateral 
Motion Dynamics 

In this section, implementation of three main 

types of control systems namely, state feedback 

control, PID control and MPC system are 

demonstrated. The aim is to satisfy the constraints 

and automatize the coupled system in a stable and 

error-free manner which is a challenging task. 

3.1  State Feedback Control Method 

In this subsection, model-based approach for 

controlling the lateral motion dynamics, 

specifically by using LQR and pole-placement 

method is designed. Figure 3 shows the block 

diagram of the closed loop system incorporating 

the feedback gain matrix, K, and all system 

matrices. The outputs are fed back where they are 

compared to the corresponding references to 

generate the error signal which is the input. All 

inputs and outputs can be viewed by the use of 

separate scopes for the analysis. 

3.1.1 LQR Method 

In optimal control problems, one of the main 

concerns is to regulate the system output 

minimizing the cost function, J, which is defined 

as the sum of deviations of control parameters 

from their reference values. J is minimized by 

optimizing K which is further a function of 

symmetric positive constant matrix P. P matrix can 

be calculated by solving continuous time algebraic 

Riccati equation iteratively due to its 

transcendental nature [22]. Assuming infinite 

horizon control design, all the functions and matrix 

variables are mathematically expressed in Eq. (11). 

𝐽 = ∫ (𝑥𝑇𝑄𝑥 + 𝑢𝑇𝑅𝑢)𝑑𝑡
∞

0
  (11a) 

𝑢 = −𝑘𝑥   (11b) 

𝐾 = 𝑅−1𝐵𝑇𝑃   (11c) 

𝐴𝑇𝑃 + 𝑃𝐴 − 𝑃𝐵𝑅−1𝐵𝑇𝑃 + 𝑄 = 0 (11d) 

Q and R are the diagonal matrices whose 

entries, qi and ri respectively for the ith state are 

evaluated according to the system 

requirements.𝑞𝑖 =
1

𝑡𝑠𝑖𝑥𝑖,𝑚𝑎𝑥
2, where ts,i and xi,max are 

the settling time and peak OS.𝑅 = 𝜌[r𝑗]
𝑑𝑖𝑎𝑔

, where 

𝑟𝑗 =
1

𝑢𝑗,𝑚𝑎𝑥
2, and uj,max is the maximum constraint 

on the jth input and ρ is chosen to trade-off between 

Fig. 3: Block diagram of state feedback control 
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regulation and control effort. The resultant Q and R 

are adjusted to [0 
1

7.5×(15)2   0  
1

7.5×(9)2]
𝑑𝑖𝑎𝑔

 and 

𝜌 = [
1

802

1

352]
𝑑𝑖𝑎𝑔

respectively for ρ of 0.1 and 1 to 

quantify K. The closed loop system is unable to 

stabilize at the desired reference which necessitates 

pre-compensation using feedforward gain matrix, 

𝑁, as shown in Fig. 3. 𝑁 matrix can be calculated 

assuming the steady state condition (s = 0) in the 

transfer function matrix, G(s), after equating it to 1 

[G(0) = 1] as represented in Eq. (12). 

𝐺(𝑠) =
𝑌(𝑠)

𝑅(𝑠)
= 𝐶(𝑆𝐼 − 𝐴)−1𝐵𝑁       (12a) 

𝑁 = [−𝐶(𝐴 − 𝐵𝐾)−1𝐵]−1   (12b) 

The resultant output response of jet aircraft 

is plotted in Fig. 4 which clearly shows that the 

system is not only stable but also settling to the 

desired reference. For a value of ρ equal to 0.1, OS 

is calculated to be 43.12° and 21.18° for the two 

outputs, corresponding ts are 4.23 sec, 3.20 sec and 

maximum swing in the inputs are calculated to be 

471° and 88°.  

 

Fig. 4: (a) Output and (b) input response by LQR 

control method with ρ = 0.1 (--------) [OSr 

= 41.12°/sec, OSΦ = 19.18°, tsr = 4.23 sec, 

ts,Φ = 3.20 sec, ΔδR = 471°, ΔδA = 88°] and 

ρ = 1 (- - - -) [OSr = 35.10°/sec, OSΦ = 

35.84°, tsr = 4.00 sec, ts,Φ = 3.90 sec, ΔδR = 

317°, ΔδA = 20.20°] 

When the value of ρ is increased to 1, OS is 

calculated to be 35.10° and 35.84° for the two 

outputs, corresponding ts are 4.00 sec, 3.90 sec and 

maximum swing in the inputs are calculated to be 

317° and 20.20°. Clearly, most of the values 

exceed the requirements of the system which 

imposes a technical limitation on the 

implementation of this control scheme for lateral 

motion. 

3.1.2 Pole Placement Method 

Pole placement method is another powerful 

technique employed to assign the closed loop poles 

of a system at predetermined locations in the s-
plane. In this way, not only the instability can be 

resolved, but also system dynamics can be 

precisely tuned according to the constraints. There 

are four poles of the open loop system which lie at 

-0.0073, -0.5627 and -0.0329 ± 0.947i. Before 

designing a controller using pole placement 

technique, it is notable that the closed loop poles 

should not be far away from the open loop poles of 

the system otherwise; the system will demand high 

control effort. Secondly, the closed loop poles 

should not be very negative otherwise; the system 

will be fast reacting with high bandwidth 

amplifying the noise significantly. The resultant K 

matrix can be calculated by using Ackermann’s 

formula. 

Figure 5 shows the output and input 

response of jet aircraft assuming the closed loop 

poles located at [-0.8 -0.9 -1 -3] (solid lines). For a 

value of first assigned pole, s1, equal to -0.8, OS is 

calculated to be 11.97°/sec and 2.15° for the two 

outputs, corresponding ts are 2.98 sec, 2.58 sec and 

maximum swing in the inputs are calculated to be 

66.08° and 398.25°. When the closed loop poles 

are placed at [-1.8 -0.9 -1 -3] (dashed lines), the 

system oscillations are reduced and it stabilizes to 

the set point in a shorter time.  

 

Fig. 5: (a) Output and (b) input response by pole 

placement method with s1 = -0.8 (--------) 

[OSr = 11.97°/sec, OSΦ = 2.15°, tsr = 2.98 

sec, ts,Φ = 2.58 sec, ΔδR = 66.08°, ΔδA = 

398.25°] and s1 = -1.8 (- - - -) [OSr = 

11.97°/sec, OSΦ = 0°, tsr = 3.78 sec, ts,Φ = 

1.18 sec, ΔδR = 125.56°, ΔδA = 436.12°] 

In this case, OS is calculated to be 

11.97°/sec and 0° for the two outputs, 

corresponding ts are 3.78 sec, 1.18 sec and 

maximum swing in the inputs are calculated to be 

125.56° and 436.12°.The system undergoes some 

oscillations before settling to the reference values 

and there is also some OS in the system. However, 

as expected, the cost of the control action is 

increased and there is slightly higher value of ΔδA 

as shown in Fig. 5(b). As observed, above 

mentioned control schemes are failed to keep 

the inputs under constraints with both types 

of state feedback control methods. 
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Fig. 6: PID control without decoupling of the system 

3.2  PID Control Method 

3.2.1 Coupled System 

This section deals with the implementation 

of PID control over the MIMO system which is a 

popular method to meet the design requirements. 

When the system is not decoupled as shown in Fig. 

6, it takes forever to stabilize to the set point value 

since all the states are mutually dependent on each 

other. 

The output and input responses of the 

coupled system are plotted in Fig. 7 after some 

parametric tuning which clearly shows that Φ 

stabilizes after 3×105 sec and the input constraints 

are also beyond the allowable limits. 

 

Fig. 7: (a) Output and (b) input response by 

coupled PID control. OSr = 1°/sec, OSΦ = 

47°, ts,r = 2246 sec, ts;Φ= 1.5×105 sec, ΔδR 

= 38.4°, ΔδA = 431° 

3.2.2 Decoupled System 

A more efficient control scheme is 

implemented in Fig. 8 incorporating a negative 

feedback inner loop containing the decoupling 

matrix, T. Signal outputs from the decoupling 

matrix are compared with the corresponding 

control signals before being fed to the aircraft 

system. The input of the PID controller is the 

comparator signal from the reference commands 

and the actual output without any gain block. Such 

a two level feedback system provides a robust and 

isolated control of the system providing exact 

agreement with the output constraints. OS in the 

two outputs are calculated to be 0.18°/sec and 

0.08°, ts is found to be 0.06 sec and 0.03 sec and 

swings in the manipulated variables are 3.39° and 

6994°. Clearly, the manipulated variable, ΔδA, is 

unbounded contradicting the constraints with this 

algorithm as well because additional blocks for 

controlling the system output have caused more 

controlling cost of the system resulting in a huge 

swing in the system input. The tuned parameters of 

the PID controller for coupled and decoupled 

systems are summarized in Table 1. 

Fig. 8: PID control after decoupling of the system 
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Fig. 9: (a) Output and (b) input response by 

decoupled PID control. OSr = 0.18°/sec, 

OSΦ = 0.08°, ts,r = 0.06 sec, ts;Φ= 0.03 sec, 

ΔδR = 3.39°, ΔδA = 6994° 

Table 1: Tuned parameters of PID controller 

Block KP KI KD 

PIDr,c 0 -0.01 0 

PIDΦ,c 0 0.0001 0 

PIDr,d -42.56 -82.51 0.02 

PIDΦ,d 4173.49 4167.40 -7.12 

3.3  MPC Method 

In this subsection, model predictive control 

of the aircraft is demonstrated under different 

configurations aimed for achieving the input and 

output requirements. Comprehensive block diagram 

of the closed loop system is shown in Fig. 10. 

Initially, the controller is assumed to have 

unbounded constraints and unweighted inputs. 

Weights for both outputs are considered to be 1, 

controller gain of 0.8, estimator gain of 0.5 and 

prediction/control horizons of 10/2 are assumed 

respectively. 

3.3.1 Effect of Control Interval 

Figure 11 shows input and output responses 

of the system for a control interval of 0.01 [(a) and 

(b)] and 0.05 [(c) and (d)]. It can be observed that 

the system is unstable especially input, δR, and 

output, Φ, are exploding at a massive rate.  

 

Fig. 11: (a) Output and (b) input response for a 

control interval of 0.01 sec. (a) Output and 

(b) input response for a control interval of 

0.05 sec 

However, when the control interval is 

increased five times, i.e. to 0.05, the system 

becomes stable with both the outputs stabilizing to 

the set points. This is due to the reason that MPC 

will predict less information from future time at 

smaller control interval and will take the control 

decision corresponding to the smaller future 

duration due to less control horizon. 

3.3.2 Effect of Prediction / Control 
Horizons 

Figure 12 shows the input and output 

response of the system under an increased 

prediction and control horizon samples of 50 and 

10 respectively. For more prediction and control 

horizons the response time becomes larger and the 

system takes longer to settle down to the set point 

references. As a result, OS in both the outputs 

reduces. 

Fig. 10: Block diagram of MPC 
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Fig. 12: (a) Output and (b) input response for 

Prediction/Control horizon of 25/10 

3.3.3 Effect of Measured Disturbance 

Considering the original horizon samples 

and control interval, the output is investigated by 

adding the constant measured disturbance of 2 as 

shown in Fig. 10. Interestingly, the system is able 

to stabilize at the set point. The input and output 

responses of the system are shown in Fig. 13. 

 

Fig. 13: (a) Output and (b) input response for a 

constant measured disturbance of 2 

3.3.4 Robustness Test 

The design of the controller is analyzed to 

check the robustness of the system. This is done by 

changing each entry of the state matrix by a certain 

percentage and check the system output if it is 

settling to the reference in a stable way. For this 

purpose, entries of matrix A are decided to increase 

by 10%, 30% and 50%. Figure 14 shows the input 

and output responses of the system after applying 

robustness test and clearly, the system is stable 

with minimum steady state error. 

 

Fig. 14: (a) Output [r (dash), Φ (solid)] and (b) 

input [δR (dash), δA (solid)] response for a 

slight variation in state matrix 

3.3.5 Applying Constraints 

So far, no constraints are applied to all the 

inputs/outputs of the system; yet, both outputs of 

the system are satisfying the constraints of OS and 

ts. However, the inputs are unbounded and required 

constraints must be applied to bring them within 

allowable limits. Figure 15 shows the output and 

input responses of the algorithm after applying 

input and output constraints. OS in the two outputs 

are calculated to be 0.15°/sec and 0.19°, ts is found 

to be 3.95 sec and 5.00 sec and swings in the 

manipulated variables are 9.60° and 35°. Clearly, 

all the requirements of the system regarding OS 

and ts are satisfied. 

 

Fig. 15: (a) Output and (b) input response after 

applying the constraints. OSr = 0.15°/sec, 

OSΦ = 0.19°, ts,r = 3.95 sec, ts,Φ = 5.00 sec, 

∆δR = 9.60°,∆δA = 35° 

The overall results of the investigated 

control schemes are summarized in Table 2. It is 

notable that each method contains two sets of 

analysis apart from MPC method which contains 

only the final result after optimization. In the last 

row, the required response of input/output is 

provided which implies that only MPC method 

makes possible to achieve the desired target of the 

system. 

Table 2: Summary of output and input response 

using different control methods 

Type 
OSr 

(°/sec) 

OSΦ 

(°/sec) 

ts,r 

(sec) 

ts,Φ 

(sec) 

∆δR 

(°) 

∆δA 

(°) 

LQR 
41.12 19.18 4.23 3.20 471 88 

35.10 35.84 4.00 3.90 317 20.2 

Pole 

Place 

11.97 2.15 2.98 2.58 66.1 398 

11.97 0 3.78 1.18 126 436 

PID 
1 47 2246 1.5×105 38.4 431 

0.18 0.08 0.06 0.03 3.39 6994 

MPC 0.15 0.19 3.95 5.00 9.60 35 

Reqd. 15 9 7.5 7.5 80 35 

4.  Conclusion 

This paper presents implementation of 

control systems to stabilize the lateral motion of jet 
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aircraft during a cruise flight. Three popular types 

of control schemes namely (i) state feedback 

control, (ii) PID control and (iii) MPC have been 

implemented after fine tuning of the subsequent 

handling parameters. State feedback control is 

implemented using two methods (i) LQR and (ii) 

pole placement with the use of pre-compensation 

to remove steady state error and both of them 

yielded unconstrained OS and ∆δ. With PID 

control methodology, two schemes are considered 

namely (a) coupled and (b) decoupled. For coupled 

system, the outputs take almost infinite duration to 

stabilize and, in addition, almost all of the 

constraints are not satisfied even though the system 

ultimately meets the target. After decoupling, 

constraints over ts and OS for both outputs are 

satisfied, whereas, ∆δA is found to be around 7000° 

due to increased cost of the control action. Finally, 

MPC method is applied to the system aiming at 

determining the response to meet the system 

requirements. Although, the outputs are found to 

be slowly stabilizing after some sluggish 

oscillations, however, both output and input 

transients stay within the allowable limits. The 

system response is investigated after applying 

disturbances and robustness tests have also been 

conducted with MPC, the results in all the cases 

are found promising. The final values of the model 

which yielded the best output response are 

summarized in Table 3. 

Table 3: Tuned parameters of MPC 

Control interval 0.05 

Prediction horizon 10.00 

Control horizon 2.00 

Controller gain 0.80 

Estimator gain 0.50 

Input weights 0.00 

Based on the above analysis, it is strongly 

concluded that applying MPC over MIMO system 

of jet aircraft has dominantly best features among 

all types of controllers. For a human controlled 

aircraft, inherent instability can be tolerated up to a 

certain level which a pilot can control; however, 

there is absolutely no margin for error when the 

aircraft is under the control of autopilot. In this 

regard, the aircraft should be able to stabilize itself 

in response to atmospheric turbulence, wind 

gradients and commands that come from navigation 

system during the lateral motion [23]. As a result, 

MPC possesses the most preferable choice to 

design autopilot for aircraft systems whose 
dynamics are strongly coupled and a minute 

disturbance in one state can cause severe 

imbalance. This will result in fatal injury of a 

passenger, aircraft structural failure, aircraft 

disappearance or complete inaccessibility and 

significant eradication of urban infrastructure. MPC 

is also finding applications especially in chemical 

industry where constraint handling using a model-

based approach is a critical issue [24, 25]. 
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